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ABSTRACT
Tagging of environment audio events is essential in many ar-
eas. However, finding sound events and labeling them within
a long audio file is tedious and time-consuming. Building an
automatic recognition system using modern machine learning
is often not feasible because it requires a large number of
human-labeled training examples and it is not reliable enough
for all uses. I propose interactive sound event detection to
solve the issue by combining machine search with human
tagging, specifically focusing on the effectiveness of various
types of user-inputs to the interactive sound searching. The
types of user inputs that I will explore include binary rele-
vance feedback, segmentation, and vocal imitation. I expect
that leveraging one or combination of these user inputs would
help users find audio contents of interest quickly and accu-
rately, even in the situation where there are not enough training
examples for a typical automated system.
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INTRODUCTION
Searching for sound events within a long audio file can be
used in many areas. Sound designers might want to search for
sound effects in a long audio recording quickly. Ecologists
need tools for labeling bird calls and singing in lengthy record-
ings (e.g. a 24 hour long recording of a natural scene). Police
officers might want to find suspicious sound events in city
recording. Speech and language pathologists often wish to
label sound and speech events in day-long (24 hours) record-
ings of patient environments. Collecting audio segments of
interest is also an inevitable step when ones want to create an
audio dataset from their own recordings, which can be used as
sound design library or training dataset for machine learning.
The current standard way of searching for audio is text-based
search. However, text-based search within a lengthy recording
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is currently possible only when someone has manually added
time-coded text, which is prohibitively labor intensive.

An obvious solution to the issue is to use an automated audio
retrieval system. However, building a fully automated system
leveraging machine learning techniques such as deep learning
[4] typically requires a large number of training examples (e.g.
hundreds of thousands of examples) during system design. On
top of that, the set of classes to be identified must be known
prior to deployment, meaning end-users cannot define new
classes to be identified. Even with lots of training data and
model tuning, machine labeling may not be good enough for
some applications that require human-level accuracy.

I propose a mixed-initiative audio search system that is useful
in a situation where there are no time-coded text labels avail-
able in the audio and there are too few training examples to
successfully train a statistical machine learner, yet the search
task is too time consuming to perform entirely manually. The
proposed system allows a user to define a target sound class on-
the-fly and helps a user to find the target sound events within a
long audio file more quickly than is possible by manual search.
The goal of the retrieval system is to speed up the labeling task
at hand, rather than to train a generalized machine learning
model for later use on different data.

RESEARCH GOALS
I apply a human-in-the-loop approach to content-based audio
search. The idea is to engage a user in an interactive process to
collaboratively search for sound with machines. The success
of interactive retrieval depends on how to incorporate human
knowledge into the system. A user can guide and improve the
system by providing it with information about a target concept
to search for. My research goals are following: 1) Developing
new user input and feedback methods to provide machines
with more information about a target sound, 2) Implement-
ing a sound event annotation interface that embodies all the
interaction methods.

BACKGROUND AND RELATED WORK
Interactive machine learning has been applied to document
and image retrieval systems [1, 5], where a user can review
retrieved documents or images and provide feedback. This
approach is aimed at training the best classifier to retrieve
items relevant to a query. My goal is to speed up the labeling
task at hand, rather than to train a generalized machine learning
model for later use on different data.
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Figure 1. vocal imitation processing methods

How to leverage the user input and feedback in an interactive
learning interface could vary depending on the types of data
to search (e.g. text, image, or sound). There are only a few
works that have applied interactive learning to audio retrieval
system [2] and they did not address the difference between
audio and other types of data in terms of possible user-inputs
for interactive audio retrieval. My focus in this work is how
to leverage user input (i.e. human knowledge) in interactive
audio retrieval and how much the interaction would help a
user to achieve their goal quickly and easily.

CURRENT RESEARCH STATUS
The proposed interface will allow three different types of user
inputs: binary relevance feedback (positive or negative), user
segmentation (adjusting time-boundaries of retrieved sound
segments), and vocal imitation (imitating sound with vocal-
ization). I have implemented my initial proof-of-concept for
the proposed system [3] that allows only relevance feedback
and user segmentation. How the system works is following.
Given a long audio file, a user selects a region that contains a
target sound event in the audio track as an initial search key.
The system returns the n most similar sound events. Then, the
user gives feedback to the system and the importance of audio
features is re-weighted so that it can return more relevant ex-
amples in the next round. Readers can watch the demo video
at http://www.bongjunkim.com/ised/. The user study showed
that the mixed-intuitive approach speeds up a sound annotation
task. I have also learned that, while the interface improves the
overall performance of human’s audio searching, the human-
machine interaction loop causes extra interaction overhead.
I will redesign the human-machine interaction to reduce the
extra cost during the next iteration of the research.

METHODS AND RESEARCH PLANS
My prior works use two types of user feedback: 1) applying
positive or negative labels to each suggested region, 2) ad-
justing boundaries of the suggested region when its onset and
offset are not perfectly aligned with the target sound.

On top of the interaction methods, I plan to develop vocal
imitation-based interaction. Vocal imitation is a simple and

effective way to describe sound concepts. Unlike texts and im-
ages, audio events are often fully overlapped (e.g. a cough is
concurrent with television noise). Unless a user tells a system
which sound event is the target, the retrieval results would be
degraded. In this work, a user will be able to specify the target
sound by imitating it. I am exploring two possible approaches
to processing the vocal imitation as shown in Figure 1: 1) ex-
tracting target source by vocal imitation, 2) combining the two
search results from an actual example and its vocal imitation.

I also plan to implement an interface for sound event detection
that embodies all the proposed user input and feedback method
to speed up the sound labeling task. Based on participants’
feedback from the initial experiment [3], I will redesign my
initial interface and add a new component for vocal imitation-
based interaction where users can quickly monitor or edit their
vocal imitation query and feedback.

CONCLUSION AND INTELLECTUAL MERIT
Developing interaction methods that help to speed up sound
event search are the main advances of this work. Vocal imita-
tions of sound events would help machines understand percep-
tually relevant features of audio, and leveraging a combination
of various types of user inputs would help users find audio
contents of interest quickly and accurately even in the situation
where there are not enough training examples for an automated
system. I expect that the proposed work will provide insight
about how human input and feedback can reduce the gap be-
tween human and machine’s auditory perception and how they
can be applied to an intelligent interactive system.
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